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Figure 1: An example of the proposed interface for an electrocardiogram (ECG) case study. The output of the machine learning model consists of raw and aggregate information about the input’s nearest neighbors. With the editor in the bottom left, the user can apply semantically-meaningful manipulations to the input and see how the output changes.

ABSTRACT
Interpretability methods aim to help users build trust in and understand the capabilities of machine learning models. However, existing approaches often rely on abstract, complex visualizations that poorly map to the task at hand or require non-trivial ML expertise to interpret. Here, we present two interface modules that facilitate intuitively assessing model reliability. To help users better characterize and reason about a model’s uncertainty, we visualize raw and aggregate information about a given input’s nearest neighbors. Using an interactive editor, users can manipulate this input in semantically-meaningful ways, determine the effect on the output, and compare against their prior expectations. We evaluate our approach using an electrocardiogram beat classification case study. Compared to a baseline feature importance interface, we find that 14 physicians are better able to align the model’s uncertainty with domain-relevant factors and build intuition about its capabilities and limitations.
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1 INTRODUCTION
Machine learning (ML) systems are being developed and used for a broad range of tasks, from predicting medical diagnoses [37] to informing hiring decisions [3]. Many are intended to be part of larger sociotechnical processes involving human decision-makers. In these cases, in-domain accuracy is not enough to guarantee good outcomes — the people using a particular system must also understand the model’s reliability (i.e., when its predictions should be trusted, both on average and on a case-by-case basis) and modulate their trust appropriately [35, 64]. Model interpretability, which is
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broadly intended to give insight into how a particular ML model works, can play an important role here.

Many existing approaches to model interpretability, however, require a non-trivial amount of ML expertise to understand, and thus are often only used in practice by ML developers [7]. While tools for developers are certainly needed, the people who will actually deal with model predictions during decision-making are often a distinctly different set of users. Unfortunately, methods that are intended to be simpler and more understandable to such users — for example, reporting feature weights or displaying more information about the model and dataset — have not improved decision-making in experimental studies [11, 36, 43, 59, 70].

In this paper, we introduce two interface modules to facilitate more intuitive assessment of model reliability. First, we use nearest neighbors (NN) to ground the model’s output in examples familiar to the user [60]. The overall distribution of neighbors, a unit visualization depicts individual examples, encoding their class and similarity to the original input according to the model. An interactive overlaid display provides a more raw visualization of the examples for more detailed comparison. Second, we introduce an interactive editor for probing the model. Users can apply transformations corresponding to semantically-meaningful perturbations of the data, and see how the model’s output changes in response. Using these modules together, users can iteratively build their intuition about the model’s strengths and limitations. By interactively examining individual neighbors, they can investigate questions like whether variation amongst the neighboring examples is expected for the domain, or if it indicates unreliability; whether the commonalities amongst neighbors align with domain knowledge; or whether these neighbors reveal limitations or biases in the data. Similarly, by interactively modifying the model’s input, users can pose and test hypotheses about the model’s reasoning, checking that its behavior aligns with domain expectations — for example, ensuring that the model is not overly sensitive to small input modifications that should be class-preserving.

These interface components must be tailored to the model’s domain — for instance, different data modalities will require corresponding visualizations of nearest neighbors, and the tools the input editor offers must map to domain-specific operations — but the principles that underlie their design are general-purpose. We briefly illustrate how our interface modules can be instantiated in a diverse range of data domains (including natural language passages on Twitter, and image classification with ImageNet and Quick, Draw!) but devote the bulk of our attention to a medical case study of classifying electrocardiogram (ECG) heartbeats with different types of irregularities. This case study allows us to perform an application-grounded evaluation [19] with representative real-world decision-makers who have prior knowledge and investment in the domain. We conducted think-aloud studies with 14 physicians, observing the way they interacted with our interface as well as a feature importance baseline. When working with the baseline, participants often rationalized incorrect predictions — for example, back-tracking on their initial assessment and seeking out things in the input that justified the model’s incorrect prediction. In contrast, the NN visualizations help participants grasp prediction reliability — for example, by being able to determine whether variations between neighbors was the result of natural ambiguities in ECG data, or whether it reflected the model not learning the right representations for the task. Moreover, by exploring neighbors from different classes, participants were able to relate the model’s uncertainty to clinically-relevant concepts to guide decision-making — for example, pulling out higher-level pathologies that differed amongst neighbors from different classes to understand why the model would be split between those classes. Finally, participants used the input editor to iteratively form hypotheses about the model’s reasoning and test them, using the results to investigate how the model worked and whether its reasoning was clinically sensible.

Our proposed interface modules contribute to the growing work on designing human-centered interfaces for ML systems that highlight both model strengths and weaknesses, and that encourage critical engagement with the system. We highlight several important design goals to this end, including grounding visualizations in examples familiar to the user, enabling comparison across examples, and allowing interactive probing of the model. Importantly, we align visual components and modes of interaction with users’ existing conceptual models of the domain, and show that this facilitates more intuitive understanding of the model and its reliability. Our work suggests several promising directions for future research aiming to improve human-ML interaction, from better conveying data limitations upfront to balancing user input with automated methods when probing the model.

2 RELATED WORK

2.1 Interpretability Methods for Human Understanding

ML interpretability aims to provide information that helps people understand how a model works, either on a global or case-by-case level [25, 28]. Such efforts can serve a number of different goals, such as aiding in decision-making, helping debug or improve a system, or building confidence in the model [32]. A major area of focus has been on developing methodologies for computing and presenting such explanations [17].

Some methods try to visualize the internals of a particular model to reason about how it is operating [15, 49, 78]. This can be useful for theoretical ML understanding and model development, but can be too abstract and complicated to help people without knowledge of such models and how they work. Others try to produce explanations more grounded in the features of the data, such as a ranking of features important for the prediction or a decision-tree approximating the model’s logic [20, 48, 62]. A growing body of work that has tried to empirically measure the efficacy of many of these methods has shown that they often do not actually affect or improve human decision-making [2, 11, 36, 43, 59], and in practice are primarily used for internal model debugging [7].

To understand the discord between proposed interpretability methods and their suitability for real-world users, we can draw from well-established theories in cognitive psychology that describe how people think about problems and organize information using different “cognitive chunks” [50]. For example, a physician might think about diagnostic decisions in terms of concepts that are higher-level than individual features, or relate features to each other in more complex ways than independently ranking them by importance. This idea manifests in theories of HCI stating that
effective and engaging interfaces should allow users to view and interact with them in a way that feels direct—i.e., the visualizations and interactive mechanisms available to users should align with their cognitive chunks. Specifically, Hutchins et al. [34] describe “the gulf of execution,” arising from a gap between the available mechanisms of an interface and the user’s thoughts and goals, and “the gulf of evaluation,” arising from a gap between the visual display of an interface and the user’s conceptual model of the domain. Our aim is to narrow both of these gaps.

To this end, example-based (also referred to as instance-based) interpretability methods, which produce explanations in terms of other input examples, are of particular interest. Research in cognitive psychology and education supports the idea that people often use past cases to reason about new ones when solving problems [1] and that utilizing examples can help people understand complex concepts, build intuition, and form better mental models [60, 61].

Different types of example-based explanations for ML models have been proposed. Many of these are computed post hoc, i.e., they are generated after a prediction is made to try and explain that prediction. For example, counterfactual examples [27, 73] use gradient-based methods to generate the closest example(s) to the input that are predicted to be a different class (defining appropriate measures of “closeness” is an open question). Influence functions [41] try to trace a model’s predictions back to the data it was trained on, identifying the examples that were most influential to the prediction. Normative explanations [12] present users with a set of training examples from the predicted class. Xie et al. [77] include both counterfactual and normative explanations in the context of radiologic image diagnosis, and find that providing specific examples can help physicians understand model results. There are limitations of these approaches as well; for example, technical constraints make quickly generating influential examples quite difficult in practice [5, 7], hidden assumptions about actionable in counterfactual explanations can be misleading [4], and normative explanations can be confusing when there is intra-class variation [77].

Others compute example-based explanations by modifying the inference process of a trained model to produce predictions based directly on similar training examples. For example, Caruana et al. [16] and Shin and Park [65] use a trained neural network model to improve a KNN classifier, either through using the model to create a weighted similarity function or through computing similarity in the embedding space of the model, respectively. The class label making up the majority of nearest neighbors can be interpreted as the prediction, and the nearest neighbor examples used as an explanation. Recently, Papernot and McDaniel [58] extended this methodology to compute neighbors using embeddings from multiple layers of a neural network, demonstrating additional uses for improving the model’s robustness and confidence estimates.

In our proposed interface, we compute neighbors using the method of Caruana et al. [16]; this could be easily extended to calculate neighbors in a weighted input space as in Shin and Park [65], or to use embeddings from multiple layers of the neural network as in Papernot and McDaniel [58]. Similarity could also be calculated with other, domain-specific metrics; e.g., Fang et al. [21] retrieve similar sensor data examples using a symbolic time series representation. Prior work has focused on developing optimal ways for the trained neural network to inform a KNN classifier, implying that the nearest neighbors would then serve as an explanation. Here, we focus on a relatively unexplored part of this claim, investigating how the resultant output should be presented to the user in an interactive interface to narrow the gulfs of execution and evaluation. We explore a specific case study to more clearly define the ways in which this type of example-based explanation can improve trust and understanding for users.

2.2 Interactivity and Visualization for Interpretability

For interpretability to be useful in practice, effectively communicating information to the user is a critical step. In a literature review of interpretability systems and techniques, Nunes and Jannach [57] found that the vast majority of papers presented explanations in a natural-language-based format (e.g., a list of feature weights). Other types of visualizations include simple charts (e.g., bar plots indicating feature importances) [62] or highlighting/denoting sections of the input (e.g., displaying important pixels of an image in a different color or opacity) [43, 69]. With respect to example-based explanations, the visualizations used are often a table of features if the data is tabular [31, 53, 73, 75] or a list of images if the data is image-based [12, 40, 41]. Here, we explore visual encodings that convey more information and allow for more interaction than does merely listing examples.

Other work specifically focuses on visualizations of latent embeddings within a neural network model. Many of these utilize 2 or 3D plots to visualize distance between different examples in the embedding space [8, 29, 47]. Liu et al. [47] additionally visualize examples along 1D vectors corresponding to user-defined concepts, and Boggust et al. [8] provide the ability to compare embeddings of two different models by viewing and interacting with the two plots side-by-side. Particularly relevant to our work, some of the visualizations of text embeddings proposed in [29] aim to display a given word’s nearest neighbors in an embedding space. They plot the nearest neighbors as points along a 1D axis that encodes distance, and provide the ability to compare the nearest neighbors across different embeddings.

With respect to interactivity in these interfaces, prior work has primarily studied using human feedback to modify or filter the information that is shown [13, 39, 42, 67]. Here, our goal is instead to provide users with a way to probe the model and test hypotheses about its behavior. The tool described in Wexler et al. [75] similarly allows modifying the input to observe how a model’s output changes, though it is intended primarily for users familiar with ML.

Like these prior works, our approach aims to facilitate understanding by allowing users to visualize and interact with examples from the data. However, while they are primarily intended for general exploration of what a model has learnt, or for uncovering underlying structure in data, the goal of our interfaces is to help users assess the reliability of predictions on a case-by-case basis.

3 INTERFACE MODULES FOR INTUITIVE MODEL ASSESSMENT

We introduce two kinds of interface components for intuitively assessing the reliability of ML models. In Sec. 3.1, we outline the goals
that guide our designs. The proposed modules utilize general ideas that can be customized to different domains, and we illustrate them primarily with a concrete instantiation of an ECG beat classification task introduced in Sec. 3.2. We then describe the visual components of each module: a display of the model’s output in terms of an aggregate and an individual-level view of nearest neighbors (Sec. 3.3), and an editor with which users can interactively modify model inputs and observe how the output changes in response (Sec. 3.4). In Sec. 3.5 we walk through specific ways that users can interact with the interface modules to more intuitively assess the model and its predictions. Finally, in Sec 3.6, we briefly sketch instantiations of our approach for two other domains.

3.1 Design Goals
To facilitate intuitive assessment of model behavior, our overarching goal is to narrow the gulf of evaluation and execution for the users of our interfaces [34]. We identify several sub-goals to this end, which motivate their design:

G1. Ground visualizations in examples. To narrow the gulf of evaluation, the visual components of our interface should facilitate reasoning that aligns with users’ existing conceptual models. We draw from research suggesting that reasoning through prior examples can aid in problem-solving [1], understanding, and mental model-building over time [60, 61]. For users who are more familiar with the application domain than the mechanisms of ML models, using examples is likely to facilitate more intuitive reasoning than approaches based on model components or individual features (consider reasoning about anatomical structures in an x-ray versus individual pixels). Therefore, we aim to use examples as the building blocks of our visualization.

G2. Facilitate comparisons across examples. To further facilitate interaction aligned with users’ existing modes of thinking, we are motivated by literature suggesting that contrastive reasoning (i.e., reasoning based on what makes a particular case different than similar cases) is an important way that people understand and explain things [46, 51]. Building on this, we aim to make it straightforward for users to compare specific examples in terms of meaningful high-level concepts in the data, enabling them to build understanding with contrastive reasoning.

G3. Visualize distributions over predicted classes. Often, the output of ML-based systems consists only of a single predicted class, which may convey a false sense of certainty and prompt over-reliance, as some studies have found [24, 44]. Conveying model uncertainty can help users align model behavior with their understanding of inherent challenges or ambiguities in the task [14, 72]. Indeed, research on human trust suggests that in addition to conveying assurances of certainty, acknowledging when systems are uncertain is also an important factor in building effective trust [35]. Providing a probability score along with the prediction is one way to convey uncertainty, though understanding how to interpret abstract probability values is itself challenging for people. Instead, we aim to visualize the output from the model as a distribution over classes at multiple levels of granularity. For example, visualizing an overall probability distribution alongside the specific examples belonging to each class may help users better grasp the sources of the model’s (un)certainty and reconcile it with their own understanding of the task.

G4. Enable interactive probing of the model in terms of domain-relevant concepts. Prior work interviewing ML stakeholders has found that one way to build trust is to provide users with ways to confirm that the model is using sensible logic that aligns with their expectations [7, 14, 32, 45, 72]. To facilitate this process, we are motivated by the call to design for “contenstibility,” i.e., to make questioning and probing the model an integrated part of the system, rather than an “out-of-band activity” [30, 56]. Interactive capabilities for exploring and querying the model can encourage this kind of engagement — prompting a back-and-forth process where users develop hypotheses and test them, confirming that the model’s behavior aligns with their domain knowledge or uncovering unexpected issues. To minimize the gulf of execution, it is also important that users can form such queries in terms of domain-relevant and semantically-meaningful concepts.

3.2 ECG Beat Classification Case Study
Our design goals and proposed interfaces are general-purpose and intended to be adapted for different domains. Here, we present a specific case study, classifying electrocardiogram (ECG) beats, to concretely instantiate and evaluate our ideas. This task allows us to perform an application-grounded evaluation of our system using a realistic task that people (i.e., physicians) are familiar with [10, 19]. ECG beat classification, in particular, is an area where machine learning has been widely applied and yielded good performance [38, 63, 79].

The specific task we implement is classifying a single ECG heartbeat into one of four categories: normal, supraventricular ectopic, ventricular ectopic, or fusion. The latter three classes are different types of arrhythmias, or heart rhythm problems. We use a preprocessed version of the MIT-BIH Arrhythmia Dataset [52] available on Kaggle [22]. Each sample in the dataset is an individual heartbeat sampled at a frequency of 125 Hz, and padded to a maximum length of 1.5 seconds. The available dataset contains a fifth class, “unknown,” which we exclude here.

We replicate the convolutional neural network (CNN) classification model from Kachue et al. [38]. We do not use data augmentation since we are interested in seeing whether our visualizations can elucidate that certain classes are underrepresented. The model was trained for ten epochs on the training set (n = 81,123), resulting in a final overall accuracy of 98.3% on the test set (n = 20,284). The breakdown of classes and performances on each is in Table 1.

3.3 Grounding Model Output in Nearest Neighbors
The NN module displays the model’s output for a particular example in terms of its nearest neighbors in the data. The nearest neighbors are computed similarly to prior work [16, 58, 65]: Given a neural network model trained to perform the classification task (the classification model), we first define an embedding model, whose
Table 1: Classes used in the ECG beat classification task, along with their distribution in the dataset and the model’s test set performance.

<table>
<thead>
<tr>
<th>Class</th>
<th>% of Examples</th>
<th>Test Set Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>89.3%</td>
<td>99.6%</td>
</tr>
<tr>
<td>Supraventricular Ectopic</td>
<td>2.7%</td>
<td>70.5%</td>
</tr>
<tr>
<td>Ventricular Ectopic</td>
<td>7.1%</td>
<td>95.7%</td>
</tr>
<tr>
<td>Fusion</td>
<td>0.8%</td>
<td>70.4%</td>
</tr>
<tr>
<td>Overall</td>
<td>–</td>
<td>98.3%</td>
</tr>
</tbody>
</table>

Class outputs are the activations of one of the model’s hidden layers (see Figure 2). We use this to embed all the training examples. Then, for a given new input example, we embed it and return the most similar training examples in this learned representation space.

Figure 2: To compute nearest neighbors, we extract an embedding model from the original classification model, where the output is a learned representation (i.e., the activation of a hidden layer). We use it to embed the training data examples and rank them by similarity to the input in this learned embedding space, returning the most similar.

Computing nearest neighbors in the learned embedding space of the classification model provides the advantage of harnessing the classification model’s representational capacity. Since this learned space encodes higher level features relevant to the task, these features are taken into account when calculating similar examples. This step is particularly important to our goal of narrowing the gulf of evaluation [34] since it provides a way for users to understand the model’s output in terms of higher-level concepts that align with how they think about the task. The model output can then be visualized in terms of the nearest neighbors.

Different visual components display the nearest neighbors at varying levels of granularity, which together address our design goals G1, G2 and G3. They include an aggregate view of the neighbors’ class labels, a unit visualization of individual neighbors that encodes their class and distance from the input, and a display of the raw input examples associated with each neighbor.

**ECG Case Study.** For the ECG beat classification task, we use the CNN classification model described in Sec. 3.2, and we define the embedding model as the output of the activations from the final hidden layer (a 32-dimensional vector). We use Euclidean distance in this space to rank the embeddings of the training examples by their similarity to a particular input. We retrieve the 50 nearest neighbors for visualization.

Figure 3 shows example ECG beats in the interface. Throughout the interface, color encodes class labels (e.g., orange waveforms, dots, and bars correspond to ventricular ectopic examples). The aggregate view is a histogram of class labels present in the nearest neighbors, ordered by class frequency to identify the majority class and distribution of other classes. The exact count of each class appears on hover for each bar in the histogram. The unit visualization of individual neighbors is a series of dots arrayed horizontally and ordered by similarity to the input. Users can see, for example, within the nearest neighbors, if certain classes are more similar to the input. When prototyping this component, we also considered designs that encoded the absolute similarity (e.g., placing two neighbors that were more similar nearer to each other). However, we decided against this, since the absolute similarity (i.e., Euclidean distance in the learned embedding space) is not a value that is meaningful or familiar to the user. Additionally, the distribution of these values is more complicated to visualize, since the distances between neighbors are inconsistent. In our prototypes, for example, there were often clusters of points that densely overlapped and did not facilitate selecting and viewing individual examples.

To visualize the raw input examples, users can brush over specific segments of the ordered dots. The brush is initialized to the first five neighbors, since these represent the most similar examples. Because the ECG data is signal-based, we choose to visualize the neighbors by overlapping signals on a single plot that appears above the brush. This allows users to visually assess consistency amongst the neighbors. If the neighbors are very consistent, the overlaid plot will look very similar to a single signal; if they are more varied, the
overlaid plot will appear comparably noisy. Outliers are also visible, since they appear as a distinct waveform that does not follow in the same pattern as the other signals. By moving and adjusting the brush to cover specific segments of the neighbors, users can home in on and compare examples from specific classes or individual outliers.

3.4 Interactively Editing Model Inputs
To address our final design goal (G4), the editor module allows users to apply meaningful transformations to the input and re-run the modified input through the model to see how the output changes. For example, users can apply transformations that they expect to be class-preserving and check whether the model’s output changes drastically.

The available transformations should help narrow the gulf of execution in the interface by providing transformations that align with users’ existing ways of thinking about the data and task. For example, in a dataset of photographs, a transformation that inverts colors is not something that would occur naturally and probably does not reflect users’ mental models of the domain. We also would not want to provide transformations like editing individual pixels, which operate at a much lower-level than a person looking at an image would consider. To come up with transformations that are data-specific (meaning they reflect how users think about modifying a specific type of data, like images or ECG signals), relevant to the task (meaning they reflect higher-level factors that users consider important to the task at hand), and aligned with the target users’ level of understanding, we emphasize the importance of working with domain experts and other intended end users to design them.

**ECG Case Study.** For the ECG beat classification task, the editor consists of four transformations which we arrived at through discussion with a cardiologist: amplify, dampen, stretch, and compress. These transformations can be applied to the entire input signal, or to specific user-defined regions using the brushing functionality. Together, they allow for a large space of possible adjustments to the input signal. There are other options that could be explored here, such as automatically detecting certain important sections of the signal (e.g., “P wave” or “QRS complex”) to transform instead of having users select them themselves.

Once the transformation has been applied, a new row appears below the original output, displaying the new output. The color encoding as well as highlighting on hover enables tracing how the class distribution changes overall, while links between neighbors that are shared across rows enables tracking how individual examples shift in similarity. The editing toolbar is pictured in Figure 4, and an example of the output after several transformations is in Figure 5.

3.5 Enabling an Integrated Workflow
Using the ECG case study, we expand upon several specific ways that a user can interact with the interface modules to assess a model’s reliability, understand why it is uncertain, and check whether its reasoning aligns with domain knowledge:

3.5.1 Assessing consistency among nearest neighbors to understand prediction reliability and data limitations. Users can assess the reliability of the prediction in multiple ways. First, the aggregate distribution of class labels can convey the model’s uncertainty in the prediction (i.e., the majority class label). For example, if 45 neighbors are normal, this conveys more certainty about the prediction than if only 25 neighbors are normal, and the rest are spread out across other classes.

Second, by viewing the class labels of the unit visualization representing individual neighbors, users can see how similar the neighbors from non-majority classes are to neighbors from the majority class. For example, if there are 40 neighbors labeled normal and 10 neighbors labeled fusion, are those 10 the most similar to the input? Or do they appear closer to the latter end of the nearest
neighbors? If the neighbors from the non-majority class are the 10 most similar, this might indicate further unreliability of the ‘normal’ prediction.

Third, visualizing the variance or consistency amongst the waveforms themselves can give insight into whether the input example is well-represented in the training data and whether the model is picking up on sensible high-level features common in the neighbors. For example, if the overlaid plot of nearest neighbors shows examples that are very consistent and similar to the input in semantically meaningful ways (see Figure 3a for an example), it implies that the input is well-represented in the training data and that the model is picking up on the right concepts for this input. On the other hand, if the plot of nearest neighbor signals shows examples that are non-overlapping or not similar to the input (see Figure 3b for an example), it implies that either examples like the input are not well-represented in the training data, or that the model is not learning the right features and therefore not finding those similar examples.

3.5.2 Investigating neighbors from non-majority classes to characterize prediction uncertainty. Typically, a classification model outputs a probability score indicating its certainty in its prediction. Probability scores can alert the user to some uncertainty in the model, but they don’t give the user any additional information to understand why the model is uncertain.

In the NN module, one way the model’s certainty is conveyed is through the aggregate distribution of class labels. Beyond this, though, the user can further investigate why the model is uncertain by viewing and comparing examples from non-majority classes. Brushing over specific selections of dots representing individual neighbors allows the user to better compare neighbors from different classes. Consider the example in Figure 6: 30 of the neighbors have the class label supraventricular ectopic, and 20 have the label normal (these counts are visible upon hover in the aggregate histogram). In Figure 6a, brushing over the first 15 neighbors reveals that most of them follow the same general pattern and look similar to the input. The 3 normal neighbors in this selection also seem to follow this pattern — so some of the model’s uncertainty is arising from the fact that in the training data, there are normal beats that can look similar to supraventricular beats. In Figure 6b, brushing over the last 15 neighbors reveals that most of them follow the same general pattern, but have a more elevated T-wave (the spike at the beginning of the signal) than the supraventricular ectopic neighbors. A user might reason, then, that the model is split between supraventricular and normal, and one of the factors driving the uncertainty is whether or not the input has a significant T-wave.

They could then use their domain knowledge to reason about how to proceed. In this example, they might examine the input and decide that the T-wave is significantly depressed, making the input more similar to the supraventricular ectopic examples, and more confidently proceed with supraventricular ectopic as the correct class. Or, they might decide that the different classes present in the neighbors reflect legitimate ambiguities about what the correct beat type is, and choose to consult a second option or run additional tests.

3.5.3 Comparing examples and labels against domain expectations to prompt critical questioning around the data. If neighboring examples or their labels do not align with the user’s expectations, it can prompt questions from the user about the details of the data and how it was collected or labeled, areas that are too often not engaged with after a model’s deployment. Crucially, seeing the signals themselves facilitates this type of critical thinking for people who are likely more familiar with the data and what it should look like than they are with concepts like feature weights.

In the ECG case study, for example, the data was annotated by physicians who had access to additional information about the beats preceding and following the input. As a result, there are some examples in the dataset that look extremely similar but are labelled differently (perhaps because of the information available during annotation that the model does not see). In some cases, this leads to nearest neighbors that have different classes but look very similar (see Figure 7). Viewing the neighbors for a particular example can prompt questions about how the data was annotated and the subsequent limitations of the model, which would likely not arise if users were not able to view and compare specific similar examples.

Figure 6: The user can home in on different examples to better understand the model’s uncertainty. The view of the first 15 neighbors in (a) suggests that some of the model’s uncertainty is arising from the fact that normal beats can look similar to supraventricular beats. Viewing the normal neighbors in (b) suggests that another reason for uncertainty is ambiguity around whether the input has a significant T-wave (the spike at the beginning of the signal).

Figure 7: An example of neighbors that look similar but have different labels, caused by a difference in the additional information available during annotation versus at test-time. Alerting users to such cases through viewing nearest neighbors can help prompt questions about the data, the annotation process, and limitations of the model.
3.5.4 Applying input transformations to check if model reasoning aligns with domain knowledge. Checking if the model’s reasoning aligns with prior expectations of domain experts is important for building trust, especially in the clinical domain [14, 72]. The editor module allows users to form hypotheses about how particular transformations should change the model’s output, and build confidence and intuition around the model’s reasoning by seeing if these hypotheses hold. For example, the beat in Figure 8 is initially classified as supraventricular ectopic. The user might hypothesize that since one indicator of supraventricular ectopic beats is narrowness, and this particular beat is narrow, this is what the model is picking up on. Therefore, stretching the beat should change the model’s output, making it shift more towards normal. The user can apply this transformation in the editor to test their hypothesis. In this case, the model’s output does change to reflect more normal neighbors, confirming both the original hypothesis and that the model’s behavior aligns with the user’s expectations from a clinical perspective.

Figure 8: An example of using the editor to check if the model’s reasoning aligns with domain expectations (i.e., stretching out a supraventricular ectopic beat should shift the prediction towards normal).

3.5.5 Applying transformations to assess the model’s sensitivity to small perturbations. Aside from specific hypotheses about how a particular series of transformations should change the output, a user can gauge the reliability of a particular prediction by performing ad hoc sensitivity analyses. If the output changes drastically when the input is slightly tweaked, this can alert users to the fact that the prediction is precarious and encourage them not to be overly reliant on it. On the other hand, if the output is relatively stable, this can be an additional indicator of model reliability.

3.6 Instantiations for Other Domains

Although we have focused on the ECG case study thus far, our design goals and interface components are general-purpose and can be adapted for other domains. To do so, one must identify appropriate domain-specific operations to surface in the input editor as well as approaches to visualize and compare nearest neighbors. Here, we briefly demonstrate how our contributions can be applied to two alternate domains: textual passages from Twitter and images from ImageNet [18] and the Quick, Draw! dataset1.

To identify meaningful transformations for the input editor, we can build on existing work in data augmentation [23, 66] and image generation [6]. For example, for Twitter data, the editor could allow users to edit the text directly, or to apply a range of NLP data augmentations — for example, replacing selected words with synonyms, antonyms, or hashtags. These transformations could be computed using predefined thesauruses, word embedding models, or techniques like back-translation [23]. Depending on the user group, the method of computing augmentations might be predefined, or open to user specification. We show a mockup of an editor for Twitter data in Figure 9a. For image data, on the other hand, users might apply traditional affine or color-based transformations (e.g., rotate, crop, saturate) as well as edit meaningful high-level concepts in the example. For instance, Bau et al. [6] show how activating specific sets of neurons in a generative model can allow users to edit an image with object-level control (e.g., realistically replacing a user-specified section of an image with trees). Drawing from their web-based demo2, we mock up a potential editor for natural images in Figure 9b.

Figure 9: Mockups of the editor module for (a) textual data from Twitter, where edits might consist of replace words, rephrasing the example, or random insertions, and (b) natural image data, where edits could include color and shape transformations or object-level painting as in GANpaint [6].

Similarly, to facilitate comparing NNs and assessing variance, different data modalities will require different techniques. We build on insights from Gleicher et al. [26], who identify juxtaposition, superposition, and explicit encodings as fundamental buildings

1https://quickdraw.withgoogle.com/
2http://gandissect.res.ibm.com/ganpaint.html
blocks used for visual comparison. While our ECG case study primarily uses superposition (i.e., overlaying signals), instantiations of the NN interface for other data modalities might employ different techniques. For image-based data, for example, side-by-side juxtaposition of examples might be better suited. In Figure 10, we show a screenshot of an interactive prototype we built for the Quick, Draw! dataset (consisting of crowdsourced drawings).

Figure 10: An interactive prototype of the NN interface for the Quick, Draw! dataset juxtaposes neighbors side-by-side instead of overlaying them. As the data consist of line drawings, input editor operations might include drawing, erasing or adding shapes. In this figure, for example, we show how using an “erase” tool to remove inner rings from the input image (an onion) changes the neighbors to almost all blueberries instead, suggesting that the model has learned a correlation between inner circles and the onion class.

Other data modalities might combine visual techniques suggested by Gleicher et al. — for instance, an instantiation of our interface with natural language data might employ both juxtaposition (i.e., viewing examples separately) as well as explicit encodings. WordTree [74], for example, visualizes textual data in a tree-like structure that illustrates commonalities amongst sentences as well as areas of high variance, and Tempura [76] groups sentences with templates that replace specific tokens with abstract linguistic ones. Similarly, Strobelt et al. [68] evaluate a palette of techniques for highlighting text which could be adapted to indicate word-level differences between nearest neighbors.

4 EVALUATIVE STUDIES WITH MEDICAL PROFESSIONALS

To understand how effectively our interface modules help users build intuition for ML model reliability, we return to our ECG beat classification case study as it allows us to conduct an application-grounded evaluation [19] with real-world domain experts and a simplified task. In particular, we recruited 14 participants through our personal and professional networks: 3 fourth year medical students (P1-P3) and 11 physicians (P4-P14). The studies were certified by our institution as exempt from IRB review under Category 3.

4.1 Study Design

In order to study the effect of each of our modules independently, each participant experienced three conditions. The first two conditions were randomly ordered between our NN visualization (without the editor) or a baseline feature-importance visualization, to understand the impact of example-based explanations on building intuition about the ML model. To understand the impact of interactively editing inputs, participants experienced a third condition featuring the NN visualization with the input editor. We chose to use feature importance as our baseline since it is a widely researched alternative to example-based explanations [7, 20]. The baseline condition, shown in Figure 11, emulates the design of our NN visualization, and feature importance is calculated using LIME [62], a commonly-used open-source method. In particular, LIME results are shown as highlighted regions that overlay the waveform, in line with existing approaches for visualizing ECG feature importance [55, 71]. We plot the feature importance values that are both above the 80th percentile and part of a continuous segment of neighboring important features, to better align with physicians’ existing ways of thinking about regions of an ECG signal.

Each condition was pre-populated with 12 input beats chosen from the test set and equally distributed among the four classes. We select beats such that 30% in each condition have incorrect predictions (for the baseline condition, the prediction is the class with highest probability; for the NN condition, the prediction is the class that makes up the majority of nearest neighbors). These incorrect predictions were aligned with the model’s actual performance (e.g., we did not include incorrect predictions for normal beats since there are very few of those; we included more incorrect predictions for supraventricular ectopic since the model’s performance for that class is worse).

All studies were conducted via video conferencing. Participants were informed that their participation was voluntary, that they could decline to continue at any point, and that their identities would remain anonymous in any research output. Audio and video was recorded with their consent. The average study length was 52 minutes. Participants were compensated with a $30 gift card.

At the start of each study, participants were told which four categories of beats they would be working with including the granular information about beat types included with the original dataset (e.g., there are multiple pathologies that fall under the umbrella of “ventricular ectopic”). We described that they would see ECG beats
We recorded the percent of cases in which participants agreed to guide decision-making. One participant, pointing to a pattern present in all the neighboring signals, said “Yeah, ventricular. It’s this elevation and this space that’s making it think ventricular” [P4]. Another described, “The model is right — with ventricular ectopic, the QRS spike should be broad, which is present in all the similar examples” [P13]. Overall, ten participants [P1, P3, P4-P5, P7-9, P12-14] reasoned about the model using high-level clinically-relevant concepts that they observed in the neighbors, such as “depression in the signal” [P13], “slope right after the P-wave” [P7], “presence of a T-wave” [P8], or “P-R interval” [P5].

In some cases, participants were unsure why neighbors were considered similar, or disagreed with their class labels. For example, one participant said, “these [neighbors] are supposed to be ventricular ectopic... I think they’re normal. I don’t know what to make of this [output]” [P2]. Such cases may be partly due to the fact that annotators had access to additional information about surrounding beats during annotation that is not available in the current dataset. Without this information, it can sometimes be unclear why a beat has the class label that it does. While the model’s output was confusing in these cases, visualizing neighbors did prompt additional questions about the data and labeling process. For example, one participant asked, “Some of these normal ones look like they could be abnormal, so I’d want to know why they were called normal and what that was based on” [P6]. Another further hypothesized, “Most likely this data was correctly annotated […] but it’s not using all that information here” [P2].

In contrast, with the baseline condition, participants often had difficulty extracting higher-level, clinically-relevant concepts from the feature importance visualization. For example, echoing a sentiment shared by many, one participant said, “I don’t see how these blue [highlighted] areas are super helpful here... what are they trying to get at?” [P7]. Another participant, who struggled trying to connect the explanation to the predicted class, said “I don’t understand how they go from this [pointing at highlighted areas] to saying that there’s some aspect of a ventricular beat in there” [P12]. Some others had difficulty figuring out what about the highlighted section was important — for example, one participant asked, “Why is it highlighted here, is it looking at the height of this, is it looking at width? And why only this part?” [P1]. In some cases, the highlighted areas did align with participants’ expectations, though connecting these sections back to the prediction was not straightforward. One participant noted, for example, “Sometimes it was highlighting things I would also consider, but I still thought its prediction was wrong. I don’t have any intuition on that. I guess it’s finding some features. I would want to know what those features are, see whether they’re useful, if they have any intuitive correlation” [P2].

### 4.3 Qualitative Observations

After conducting the studies, we rewatched all the video recordings and pulled out relevant quotes or actions by participants. We then iteratively annotated and grouped these quotes by themes using a combined inductive and deductive approach [9]. We find that when using our tools, visualizations of neighboring signals allowed participants to reason about the model’s output in terms of clinically-meaningful concepts, and examining variation in these signals helped participants to build intuition about prediction reliability. By inspecting the class histogram, ordering of neighbors, and neighboring signals, participants were able to relate the model’s uncertainty to relevant challenges of the task. Finally, participants used the editor to confirm if the model’s reasoning was sensible and to guide decision-making.

<table>
<thead>
<tr>
<th>Pred. Accuracy</th>
<th>Baseline</th>
<th>NN</th>
<th>NN + Editor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>0.64 (0.2)</td>
<td>0.7 (0.16)</td>
<td>0.67 (0.12)</td>
</tr>
<tr>
<td>Incorrect</td>
<td>0.73 (0.23)</td>
<td>0.48 (0.27)</td>
<td>0.5 (0.24)</td>
</tr>
</tbody>
</table>

Table 2: The mean agreement rate for correct predictions (8 per condition) and incorrect predictions (4 per condition). The standard deviation across participants is in parentheses.

#### 4.3.1 Nearest neighbors enable reasoning with clinically-relevant concepts

Visualizing nearest neighbors enabled participants to reason about the model in terms of clinically-relevant concepts by generalizing and comparing across neighbors. They would often notice a particular morphology present in the neighbors that helped them understand the model’s behavior and whether it was clinically sensible. One participant, pointing to a pattern present in all the neighboring signals, said “Yeah, ventricular. It’s this elevation and this space that’s making it think ventricular” [P4]. Another described, “The model is right — with ventricular ectopic, the QRS spike should be broad, which is present in all the similar examples” [P13]. Overall, ten participants [P1, P3, P4-P5, P7-9, P12-14] reasoned about the model using high-level clinically-relevant concepts that they observed in the neighbors, such as “depression in the signal” [P13], “slope right after the P-wave” [P7], “presence of a T-wave” [P8], or “P-R interval” [P5].

In some cases, participants were unsure why neighbors were considered similar, or disagreed with their class labels. For example, one participant said, “these [neighbors] are supposed to be ventricular ectopic... I think they’re normal. I don’t know what to make of this [output]” [P2]. Such cases may be partly due to the fact that annotators had access to additional information about surrounding beats during annotation that is not available in the current dataset. Without this information, it can sometimes be unclear why a beat has the class label that it does. While the model’s output was confusing in these cases, visualizing neighbors did prompt additional questions about the data and labeling process. For example, one participant asked, “Some of these normal ones look like they could be abnormal, so I’d want to know why they were called normal and what that was based on” [P6]. Another further hypothesized, “Most likely this data was correctly annotated [...] but it’s not using all that information here” [P2].

In contrast, with the baseline condition, participants often had difficulty extracting higher-level, clinically-relevant concepts from the feature importance visualization. For example, echoing a sentiment shared by many, one participant said, “I don’t see how these blue [highlighted] areas are super helpful here... what are they trying to get at?” [P7]. Another participant, who struggled trying to connect the explanation to the predicted class, said “I don’t understand how they go from this [pointing at highlighted areas] to saying that there’s some aspect of a ventricular beat in there” [P12]. Some others had difficulty figuring out what about the highlighted section was important — for example, one participant asked, “Why is it highlighted here, is it looking at the height of this, is it looking at width? And why only this part?” [P1]. In some cases, the highlighted areas did align with participants’ expectations, though connecting these sections back to the prediction was not straightforward. One participant noted, for example, “Sometimes it was highlighting things I would also consider, but I still thought its prediction was wrong. I don’t have any intuition on that. I guess it’s finding some features. I would want to know what those features are, see whether they’re useful, if they have any intuitive correlation” [P2].

#### 4.3.2 Visualizing variation helps assess prediction reliability

All participants said that they did not place as much weight on the model’s prediction when there was a lot of variance in the overlaid signals. Participants felt more confident in their answers when the
overlaid signals were very consistent and similar. They were also able to distinguish between variation that was acceptable given the task and domain (e.g., “This input isn’t as picture perfect, so it makes sense that the model shows some variation in the overlaid examples” [P4]) compared to variation that was an indicator of unreliability (e.g., “[The model’s output] isn’t giving me much information right now. If I was given this result I wouldn’t just listen to the machine, I would want additional information” [P4]).

When using the baseline condition, most participants only felt reassured when the predicted probability was very high and the prediction aligned with their own. When this was not the case, we observed that participants had trouble understanding how to incorporate the probability score. As a result, they often rationalized incorrect predictions—even when it went against their initial instincts. For example, one participant saw an abnormal beat, started to say it was abnormal, but then changed her mind after looking at the predicted class, which (incorrectly) was normal: “I don’t think this is normal... well actually seeing that the machine thinks normal... I guess it has a small QRS and the T-wave has a normal slope. Okay, I’ll put this in the normal category” [P7]. Seven participants [P2-4, P7, P9-11] went through similar processes of rationalizing an incorrect prediction after having expressed an inclination towards the correct class.

Even when they did not rationalize an incorrect prediction, participants often struggled with building intuition about the probability score or highlighted sections. For instance, one participant thought out loud, “I don’t know, it seems high probability for a weird looking one like this. And I don’t know if it makes sense what it’s looking at here and calling important. I’m not confident about this” [P1]. Similarly, another said “I’d say this is definitely supraventricular, but the model’s not giving it a high probability, I’m really not sure why that would be” [P11]. Eight participants [P1-2, P5-7, P11, P13-14] expressed similar difficulties in reasoning about the reliability of the prediction in the baseline interface.

4.3.4 Nearest neighbors help characterize uncertainty and incorporate it into decision-making. In the NN visualization, a wide distribution of nearest neighbors classes is one sign of model uncertainty. In such situations, participants consistently homed in on differences using the overlaid plot of waveforms and aligned these differences with clinical concepts. For example, one participant viewed a beat where neighbors were split between supraventricular ectopic and normal, noting “For supraventricular ectopic one thing you look for is whether or not it has a P-wave. It’s unclear in the input. These [brushing over supraventricular ectopic examples] are probably saying it isn’t a P-wave. And these [brushing over normal examples] have the P-wave so they’re probably saying that the input does also and that’s why it should be normal” [P5].

Similarly, participants often connected the distribution of nearest neighbors to natural ambiguities in the task. For example, one participant noticed some ventricular ectopic beats present in a fusion beat’s neighbors—“Given that fusion is itself a combination of ventricular ectopic and normal, it makes sense that there’s uncertainty here, and that there are some yellow [ventricular ectopic] ones that look similar” [P8]. Rather than distrusting the model, the ability to contextualize its uncertainty helped participants rationalize and move forward with its output. For instance, regarding neighbors split across classes, another participant said “I would be exactly split like the model is between supraventricular and ventricular ectopic. The fact that the model is also split between those two makes me feel better, and I would do further testing [in person] to differentiate which one it is” [P4].

Beyond making sense of the presence of multiple classes in the nearest neighbors, participants were also able use this information along with their domain knowledge during decision-making. In many cases, upon viewing neighbors from the different classes, participants would realize that one of the classes was not actually similar to the input and, as a result, feel more confident in disregarding it. For example, for the beat shown in Figure 12, one participant said “This is supraventricular ectopic. [The model] is calling it normal, but the normal ones don’t look so similar. The pink ones [supraventricular ectopic] look more like it because they also don’t contain a P-wave” [P14]. In other words, they were able to relate variation in the neighbors to clinical concepts (normal neighbors with a P-wave, supraventricular ectopic neighbors without), hypothesize why the model is uncertain (it isn’t sure whether the input example contains a P-wave), and use their own domain knowledge to determine how to proceed (the input does not actually have a P-wave, so go with supraventricular ectopic). Eight participants went through thought processes to better understand the model’s uncertainty and reconcile it with their knowledge of the domain knowledge [P4-8, P10, P13-14].

In contrast, when the model appeared less certain to those using the baseline (i.e., a lower probability score), participants had difficulty reasoning about why. Many said they did not know why the probability was relatively low, or provided explanations based on their own knowledge as opposed to information from the feature importance visualization.

4.3.4 Editing inputs helps check model reasoning. Ten participants used the editor to formulate and test hypotheses about what would
were not able to understand why the nearest neighbors changed. Sometimes several small transformations provided positive changes, as a way of assessing model reliability [P1, P3, P6-7, P10-11]. However, these instances were not able to offer participants any insights into why the model is less accurate for these classes, as they did not feel the need to check the model’s reasoning. Other times, they chose not to use the editor because they could not think of a specific hypothesis they wanted to test — this was particularly true for the participants who were medical students, who often expressed that they “didn’t know enough” but that someone with more experience might know what to test.

4.4 Study Limitations

With this study, our focus is on evaluating the proposed interpretability and visualization techniques. Thus, our interface is simpler than something that would be used in a clinical setting — for example, in practice, a physician would typically view a strip of beats from multiple leads, rather than one beat in isolation, and often with a grid overlaid to better measure distances. For our purposes, however, these simplifications follow best practices of application-grounded evaluations [19] and would not materially change our qualitative observations about intuition-building and reasoning with high-level concepts. In some cases, these differences in displaying beats made participants more unsure about a beat’s classification — however, this limitation applies equally to the baseline condition, so our quantitative observations about relative accuracies continue to hold.

5 Discussion and Future Work

In this paper, we present two interface modules that facilitate intuitive assessment of a machine learning model’s reliability. Our work is motivated, in part, by interpretability needs elicited in prior work. For example, studies have found that communicating model limitations and uncertainty is important for building trust [14, 72], but that people have difficulty understanding the meaning of predicted probability scores and incorporating them into decision-making [11]. Other work has described the importance of users being able to “sense check” a model’s decision as a way to build trust [7, 33, 45], but there have been few proposed methods or interfaces for doing so. In response, our interface modules are designed to allow users to interactively probe the model and to reason about its behavior through familiar examples grounded in domain knowledge. Users can explore a given input’s nearest neighbors in the training data to better understand if and why the model is uncertain.
and what high-level features the model is learning. They can further manipulate the input using domain-specific transformations to test hypotheses about the model’s behavior or its sensitivity.

Think-aloud studies with 14 medical practitioners suggest that our interfaces successfully achieve our design goals by helping participants reason about and interact with the model’s output in ways that align with their existing conceptual models of the domain. The studies demonstrate how grounding interpretability in real examples, facilitating comparison across them, and visualizing class distributions can help users grasp the model’s uncertainty and connect it to relevant challenges of the task. Moreover, by looking at and comparing real examples, users can discover or ask questions about limitations of the data — and doing so does not damage trust, but can play an important role in building it. We also find that our interactive input editor, which offers semantically-meaningful and domain-specific transformations with which to probe the model, provides an effective way for users to sense check the model’s reasoning. Importantly, we find that participants in our study described the hypotheses they were testing in terms of higher-level features corresponding to their domain knowledge. In contrast, the baseline — which implemented a commonly-used feature importance method [62] — did not facilitate the same sorts of investigation. We found that this baseline interface demanded a large mental leap from participants in order to understand how highlighted important sections of the waveform contributed to a high/low predicted probability.

At the same time, our results also point to limitations with the current design of our interface components and suggest opportunities for future work. We find that when the nearest neighbor waveforms looked significantly different than expected, participants had difficulty reasoning about why the model thought the neighbors were similar. We posit that part of participants’ confusion was caused by the uneven distribution of beat classes in the training data, which affects the quality of nearest neighbors. For example, supraventricular ectopic beats comprise only 2.7% of training examples; thus, the model was neither able to precisely distinguish this beat from others, nor were there sufficient similar examples to fill the list of neighbors. However, this possibility of under-representation in the training data did not occur to participants when seeing low-quality neighbors. Aside from collecting sufficient data to compute better-quality neighbors, this result suggests the need for transparently communicating the model’s training data distribution and its implications. If a user is then presented with output where the neighbors do not appear to make sense, waveforms looked significantly different than expected, partici-pants had difficulty reasoning about why the model thought the neighbors — it had just not been on their radar previously. Cai et al. [14] similarly found the need for an “AI Primer” for users to explain, in part, “AI-specific behavior that may be surprising.” Our observations suggest specific use cases of and types of information to include in such a primer.

In other cases, participants found it difficult to apply transformations using the input editor because the space of possible hypotheses was too open-ended. Here, methods that generate counterfactual examples (i.e., similar example(s) that are classified differently) [27, 54, 73] might provide useful inspiration. These methods automatically generate modified inputs by finding small transformations that yield different predictions, but because they do not require any user intervention, they can return unrealistic examples that cannot be probed further. However, such methods could usefully bootstrap our input editor. For example, automatically generated examples could help constrain the space of possible hypotheses to only those transformations that cause the greatest change in the model output. Users could then bring their domain knowledge to bear on selecting semantically-meaningful examples to either visualize directly or as a starting point for further transformation.

Overall, our interface modules and underlying design goals form a promising contribution to the growing body of research on designing ways for end users to contextualize and usefully engage with ML outputs. Our results suggest exciting directions for future work aiming to improve human-ML interaction.
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