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Abstract—Interactive visualization design and research have primarily focused on local data and synchronous events. However, for more complex use cases—e.g., remote database access and streaming data sources—developers must grapple with distributed data and asynchronous events. Currently, constructing these use cases is difficult and time-consuming; developers are forced to operationally program low-level details like asynchronous database querying and reactive event handling. This approach is in stark contrast to modern methods for browser-based interactive visualization, which feature high-level declarative specifications. In response, we present DIEL, a declarative framework that supports asynchronous events over distributed data. As in many declarative languages, DIEL developers specify only what data they want, rather than procedural steps for how to assemble it. Uniquely, DIEL models asynchronous events (e.g., user interactions, server responses) as streams of data that are captured in event logs. To specify the state of a visualization at any time, developers write declarative queries over the data and event logs; DIEL compiles and optimizes a corresponding dataflow graph, and automatically generates necessary low-level distributed systems details. We demonstrate DIEL’s performance and expressivity through example interactive visualizations that make diverse use of remote data and asynchronous events. We further evaluate DIEL’s usability using the Cognitive Dimensions of Notations framework, revealing wins such as ease of change, and compromises such as premature commitments.
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1 INTRODUCTION

Recent advances have made authoring browser-based interactive visualizations quite simple, via novel abstractions for specifying encodings [6, 56], layout, data transformations, and interactions [44, 46]. Critically, these abstractions enable declarative specification: developers can compose these visualization elements and defer execution concerns to the toolkit runtime. Declarative abstractions thus enable developers to build and iterate on designs quickly and expressively, while reducing the errors that would arise from imperative implementation [18, 46]. However, these abstractions do not gracefully support use cases where data may be distributed across multiple locations, or where events cannot be synchronously handled to completion. To illustrate, we discuss two interactive visualization settings—one quite traditional and another more complex—and reflect on the difficulty of addressing these issues with current practices.

Consider the client-server architecture, a classical design for scalable interactive visualizations that remains common even in recent research [30, 31]. A concrete example is shown in Fig. 1(a), where the brush selection over the scatterplot is computed by a remote database. To handle the brush selection, a developer can no longer rely on existing declarative abstractions (e.g., Vega-Lite’s selections [44]) alone. Instead, they must now translate interaction logic from a visualization specification to the query language of the database, network with the remote database, and manually bookkeep the provenance of interactions and database responses to ensure that the interface is displaying the correct results, in the correct order, in the face of non-deterministic processing latency.

A more specialized example is streaming data, increasingly investigated in research [25, 53, 62] and industry [64]. An example is shown in Fig. 1(b), where the points can be streamed in the scatterplot and selected by a brush interaction. The two processes—the user’s brushing interaction, and the tweet stream—introduce ambiguity about what should happen when both attempt to update the visualization concurrently.

Fig. 1: Example interactive visualization use cases where (1) data may not fit into the browser and thus lives in a remote database, and/or (2) events, including user interactions and data updates from servers, need to be evaluated asynchronously. Concretely, (1) shows interactions taking time to process, creating asynchrony between interactions and result updates (see Fig. 4 for details). (2) shows data updating in real time as the user is interacting with a visualization. (3) shows an example collaboration experience [33]; (4) shows a visualization of past interactions to curate “information scent” (see Fig. 9).
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distribute data across browser threads, and across browser state and remote databases as well. As such, developers currently need to write code to access the data, which they often need to further optimize. Our goal is to develop abstractions that (1) free developers from sending data manually between local and remote processes, (2) allow developers to easily change their data storage and compute sources (e.g., between the main browser thread, a WebWorker [32], a local database, or cloud databases) without rewriting their application code, and (3) unobtrusively perform low-level optimization (e.g., caching).

### Asynchronous Events

When data is local on one client, user interactions are the only events that a developer has to work with. Thus, computation caused by interactions, such as filtering data based on a selection, can be handled synchronously. However, when data is remote, asynchronous events are the norm: responses from a server, streaming data from real-world events, or events generated by other users. These asynchronous events are outside of the application’s direct control and, thus, have to be handled as they arrive. Our goal is to develop abstractions and a library that allow developers to (1) create consistent user experiences in the face of concurrency and out-of-order execution, and (2) easily experiment with different designs for handling asynchronous events.

To effectively work in this new paradigm of distributed data and asynchronous events, we adapt two patterns from the field of distributed systems programming:

#### Logical Constraints

Rather than imperatively manipulating data, developers express logical constraints (i.e., queries) over data, and the system determines the methods used to execute the queries [9, 40]. By decoupling the how from the what, logical constraints allow the system to plan and optimize the execution of the query (possibly spanning multiple databases) [40], relieving the developer of this burden. This approach also has practical implications. In particular, SQL and dataframe libraries express logical constraints over data, and have been widely adopted by developers and database engines [3, 35, 49] alike.

#### Immutable Events

Past events, along with their time steps, are stored as an immutable log by the system. Developers declare the current state of the application as a logical constraint over the immutable log rather than transiently handling events and mutating state via side effects [2, 19]. As a result, developers can coordinate events declaratively without worrying about how to update the application state through callbacks over transient events.

In this work, we bring these ideas from distributed systems programming to the context of interactive visualization. DIEL\(^1\) models interactions and asynchronous data computation events as timestamped records in event tables, and the state of the interface as a query over the event tables and data tables. The DIEL runtime maintains an event loop to reevaluate queries as event tables change, ensuring that the interface is responsive to interactions. With DIEL, we are able to achieve the requirements outlined earlier — developers no longer need to implement low-level networking with remote databases or perform optimizations, and have a way to easily coordinate asynchronous events that maintain a consistent interface.

To evaluate DIEL’s expressiveness, we construct a diverse set of interactive visualizations over distributed data and asynchronous time. Examples include ways to handle request-response asynchrony [59, 61], interactions on streaming data, composing two related interactions, and interaction scents [14, 57]. These examples show that DIEL’s abstractions allow developers to rapidly and concisely explore different interface designs. We also present a heuristic analysis of the usability of these abstractions using the Cognitive Dimensions of Notation framework [5], highlighting both gains to fluidity, and compromises to premature commitment. Finally, we verify the viability of DIEL through performance measurements of a prototype, and show that DIEL adds low overhead and scales as data increases in size.

### 2 Related Work

DIEL builds on prior work in databases, visualization systems, and distributed systems programming.

\(^1\)Declarative Interaction Event Log

#### Database and Visualization Systems

Research at the intersection of visualization and database systems has traditionally focused on enhancing performance — for instance, by offloading data aggregation and filtering to a remote database [30, 51] or by embedding a high-performance database-like query engine into the browser [44]. In contrast, our work is not motivated primarily by performance but instead by the programming experience of visualization developers. Although DIEL embeds a SQL query engine in the browser, it does so for its benefits as a programming construct, and its ability to interoperate with a remote database. Critically, DIEL is agnostic to the specific database system, which could range from a SQLite instance in the browser’s main thread [27], to commonly used databases on a server, such as SQLite, Postgres [35], or new research systems [26, 39].

FORWARD is a general web application programming framework that directly binds database records and query results to DOM elements [15]. DIEL is similar in that it manages how elements in the visualization are updated based on changes in the underlying database that represents user interactions. However, DIEL uniquely addresses the challenges of asynchronous events, which are shown to be especially challenging for interactive visualizations [61]. DIEL does so through a novel declarative programming API over event histories.

#### Visual Programming over Tables

There is a close connection between visual querying and textual queries — visual querying systems combine textual query specification with direct manipulation and data visualization. For instance, VIQING maps visual selections, joins, and reordering to SQL operators [34]. Polaris endowed the pivot operator with powerful interactive capabilities [51]. Wrangler brings together interactions and a query based DSL for data transformations [23]. Many commercial tools, such as Trifacta, Tableau, and Microsoft Power BI/Query, provide a combination of these capabilities.

Beyond the connection between queries and interactive visualization, Psallidas and Wu demonstrated the application of query lineage in interactive visualizations [38]. Also leveraging lineage, B2 instruments interactive cross-filtering visualizations in computational notebooks [60]. DIEL builds on these close connections using relational queries to define the data transformation logic of interactions. However, DIEL differs from these systems in that it is a programming abstraction for a middleware layer designed to support general purpose interactive visualization programming.

#### Interactive Visualization Libraries

While DIEL makes use of interactive visualization libraries, such as D3 [6] and Vega [44], it is not one itself. DIEL relies on the front-end visualization libraries to map data to visual encodings, perform visualization-specific transformations (such as voronoi, treemap, or wordcloud [37]), create interactors, and capture selection values. Existing abstractions in these libraries support interactions in a synchronous setting where the computation is expected to finish immediately. As a result, the events are also transient by default and assumed to be unnecessary for subsequent events. In contrast, DIEL supplements existing frontend visualization libraries by filling in the gap of working with distributed data and asynchronous events. Of particular note is how DIEL differs from Vega, which also models interaction events as streaming data. Like other libraries, events in Vega are transient by default and, although a rich set of data transformations are offered, they only operate over client-side data. DIEL, on the other hand, models all events into a persistent log and offers a simple set of relational abstractions over distributed data. Future research could consider how to further extend Vega’s dataflow abstractions [45, 46] to better integrate with, or adopt DIEL’s abstractions.

#### Frameworks for Provenance and Asynchrony

With current programming paradigms, developers need additional instrumentation to support features like logging or undo/redo. For example, Trrack is a purpose-built library that augments existing interactive visualizations with a provenance graph of state history [12]. DIEL, in contrast, offers a more general-purpose set of abstractions which provide provenance tracking via first-class event histories.

Similarly, to be able to share and synchronize multiple users’ changes over the network, programmers of collaborative groupware applications rely on special-purpose frameworks. Toolkits such as Janus help developers resolve concurrent and possibly conflicting events to ensure that
each participant views a consistent artifact [47]. DIEL takes inspiration from these systems, e.g., the time-stamped events in Janus [47], but also adds specialization for interactive visualizations, such as providing support for working with distributed data and tracking request-response provenance. DIEL was directly inspired by distributed programming language research, notably the Bloom [2] language and CRDT [36] data structures. Like Bloom, DIEL focuses on the semantics of atomic timesteps immediately after the user interacts, helping developers reason about out-of-order events. DIEL differs from the prior work in its focus on reifying a log of history as a core aspect of its data model.

Reactive Programming. Reactive Extensions (Rx) is a widely-used example of a Functional Reactive Programming (FRP) library, which coordinates event-based and asynchronous computations such as mouse moves and high-latency calls to Web services [29]. Vega [46] and Bloom [2] also follow the model of reactive programming. DIEL takes inspiration from these libraries, implementing reactive programming semantics. Meijer’s article about Rx, Your Mouse is a Database [29], informed our formulation of user events as record insertions into tables.

However, compared to Rx, DIEL has a much more restrictive model targeted at visual analytic applications. Unlike Rx, DIEL does not support general purpose applications but provides domain specific functionalities for the use cases in interactive visualization. One could implement Rx-like logic as a specialized design pattern in an FRP language like Rx but doing so would involve implementing the distributed query execution logic that DIEL provides, which is not a casual task for a visualization developer.

3 Programming Interactions across Space & Time

To address the challenges of asynchronous events and distributed data, we look to distributed systems programming for inspiration and adapt the ideas to interactive visualization programming.

3.1 Asynchronous Interactions: Immutable Events

Asynchronous events, unlike their synchronous counterparts, need to be coordinated by developers to ensure a good user experience [61]. This coordination can be challenging as developers need to maintain relevant information of past events and selectively trigger event handlers. And, since different parts of the event handling and bookkeeping logic are scattered across functions and variables, these imperative bookkeeping and callbacks can become tedious to maintain and prone to errors. This situation is exacerbated when new types of events need to be supported (e.g., a new interaction). To address these challenges, we look to key methods in distributed systems programming.

Events as Data. An important technique in distributed systems programming is making events immutable and first class [19]. Events are stored as a log, and the state after each event is defined as a function (or query) of the log [1]. This design abstracts away the details of maintaining state (no more mutations with callbacks) and makes it easier to reason about the consistency of the application [2]. We can apply this framing directly to interactive visualizations: user interactions are events, and queries over these events (and other tables) can specify the state of the interface.

Atomic Timesteps. Compared to synchronous events, asynchronous events can, by definition, arrive out of order. This behavior can lead to a variety of "inconsistent" visualization states, as documented by Wu et al. [61]. One simple example is naïvely rendering a response when it is received, even if it is for an "old" interaction made prior to the most recent one. To deal with unpredictable sequences of events, developers need to reason about what prior events occurred, and when they did so.

Given this challenge of inconsistency, one obvious solution is to synchronize the events. However, this solution violates a core HCI principle: responsiveness [20, 21]. Making events synchronous means that the user is blocked from performing new interactions until their previous interaction result has been executed completely (including being sent to the server, computed on the server database, received by the client, and rendered to the UI). As this process can take a significant amount of time to complete, making the interface unresponsive yields a frustrating user experience.

To maintain a smooth user experience, it is important to work with asynchronous events. Here, one idea from distributed programming is particularly helpful: atomic timesteps [2], whereby the system guarantees an atomic unit of evaluation by computing the state of the application in full before admitting another input event. With atomic timesteps, developments reason independently, “frame by frame”, about what computation needs to be computed synchronously within a given timestep. Moreover, developers can reference the explicit timesteps stamped on events, with the guarantee that an event with a smaller timestep precedes an event with a larger timestep. Finally, developers can be sure that the interface satisfies the constraints specified at every timestep, which could support robust UX in the face of asynchrony.

3.2 Distributed Data: Logical Constraints

To be able to scale an interactive visualization application, a developer must be able to flexibly change where the data is stored and computed upon. They may initially build a prototype over small datasets that are stored and computed in the main thread of the browser. To use a larger dataset, they may utilize WebWorkers [32], which allow the data-rich tasks to run asynchronously in the background and not block the interface. Then, as the developer deploys the application to real-world datasets, they may move the computation to a database on their local machine or a cloud database.

To achieve this flexibility, the system should abstract data access details from developers. The field of databases has tackled this problem using a concept that is not unfamiliar to interactive visualization developers: relations (also called tables). Relations are sets of data tuples with a fixed schema, and computation over relations is governed by an algebra of select, project, join, and group by operators [9]. Relational query languages bring with them two important properties for our purposes:

Physical Data Independence. Currently, to change from storing and computing data in the main browser thread to any other options requires custom code: developers may need to map interaction logic from JavaScript to SQL, handle the database connection, and perform networking. This work is needed for two reasons. First, developers often specify how to access the data. If the data location changes, the program changes. Second, the computation abstractions on the client and other locations may be different. Relational languages can address both of the factors. They allow developers to specify what data to access, making the program independent from the physical details of the data. Furthermore, if a standard relational language is used everywhere, be it the client, a WebWorker thread, or a remote database, the developer can work with one abstraction and not have to translate between specifications.

Rich Optimization. Currently, developers may implement optimizations manually, such as caching. This is not ideal for two reasons: one is a higher programming barrier, and another is that the developer may not have enough time for more involved optimizations beyond a simple cache. Having relational abstractions over both the client and the server can relieve the optimization burden from the developer and allow the system to compile the logical specification into a physical execution plan, using a wealth of optimization techniques [40].

4 the DIEL Model

To address the challenges in Section 1, DIEL manages user interactions, remote databases, and the communication between local and remote. On the browser frontend, the developer specifies the data that the user can interact with and select (e.g., using Vega-Lite [44]) and translates them into events that are sent to DIEL via its JavaScript API. DIEL stores events in the local in-browser local database and manages query processing on the remote databases, which are connected to DIEL through a set of remote-side APIs. Through standard database connection libraries such as node-postgres and sqlite, DIEL allows the developer to connect to remote databases ranging from SQLite, to PostgreSQL, to cloud databases like Amazon Redshift.

Note that remote databases and their asynchronous complexities can arise in surprising settings. In addition to databases on remote servers (such as Redshift), remote databases also arise when data is
The developer provides a specification that DIEL uses to coordinate query processing between the local and remote databases. The specification defines the application state that DIEL will manage, and is written in a SQL-like language. We chose SQL as the basis because it is the most widely used data processing languages today [50], and is familiar to developers working with large datasets. However, it is not tied to SQL, and alternative relational languages. It is straightforward to layer a dataframe-like API atop DIEL’s abstractions. Given the specification and runtime API calls, DIEL coordinates the local and remote database to exchange data and query results. The query results then update visualization state back to the application via a JavaScript API so that it can render results and update the visualizations.

We next discuss how developers specify different types of application state, and how it is managed during run time. Fig. 2 depicts the running example, and Tables 1 and 2 summarize the syntax.

### 4.1 Data Model

**Static Visualizations** Static visualization is a well-accepted domain, where tabular data is fed to APIs that implement a grammer of graphics [44,56]. For static visualization, DIEL is responsible for preparing the data to be rendered, and invoking the visualization API when the data is ready. The tables used to create visualizations could either be stored tables or the results of queries. For instance, in Fig. 2, the map visualization maps the fields (state, count) from the query result in (5B) to polygons and fill color in the visualization. When the application is first loaded, DIEL evaluates the initial queries to render the static visualizations. Using the BindOutput API (6C), the developer registers a callback rendering function that is called when the query results are updated. The developer annotates the queries that the rendering function will access using the OUTPUT keyword. The system uses the information to inform the dataflow as well as instrument the BindOutput API.

**Events** DIEL stores events as timestamped tables. When the developer defines visualization interactions, such as selections, the data records that are selected are ingested into DIEL through the NewEvent API and stored in tables. For instance, the selection on the map (3A) is mapped via a Vega listener (6A) and stored in the selection table (5A), with

<table>
<thead>
<tr>
<th>keyword</th>
<th>syntax</th>
<th>event</th>
<th>EVENT TABLE &lt;table_name&gt;(&lt;column&gt;...)</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>OUTPUT &lt;output_name&gt; AS SELECT...</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>API</th>
<th>syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>diel/NewEvent('&lt;event&gt;', &lt;object&gt;)</td>
</tr>
<tr>
<td>output</td>
<td>diel/BindOutput(&lt;outputs&gt;, &lt;rendering_func&gt;)</td>
</tr>
</tbody>
</table>

A single column, us_state, representing the state selected, e.g., “CA”. An event may be one or more rows. At runtime, each new event is augmented with a logical timestamp, which we discuss in Section 4.2, and a physical timestamp, recording the wall-clock time of the event. Other external events, such as those generated from an automated process in the browser on behalf of the user (e.g., timers), follow the same model.

Developers mark event tables with the EVENT keyword (5A). DIEL generates the corresponding JavaScript handler for the API NewEvent. Developers are free to use their favorite frontend libraries (e.g., VegaLite, D3) to generate events; they simply invoke the DIEL API to store new events in the event table.

**Interactive Visualizations** User interactions add events to DIEL event
tables that ultimately update the visualizations. This happens naturally because the developer can query the EVENT tables in the same way as any normal data table. Any such queries marked with OUTPUT will automatically generate the corresponding BindOutput API to register a rendering function callback (used in e.g., 5C).

When a developer is working with a remote database, they need to query across both the local and the remote databases. For instance, the fires table is on a remote database, whereas selection is in the local database. DIEL automatically manages the asynchronous communication between the two databases. Due to this asynchrony, we treat such queries as events as well, and ask developers to explicitly mark these queries with EVENT so they are aware of the table being an event (despite the fact that DIEL can automatically detect them). For each EVENT VIEW, DIEL maintains the corresponding timesteps of the event that caused its reevaluation, and stores the timestep values as a column named request_timestep in the EVENT VIEW. Developers then use the data in EVENT VIEWS to specify OUTPUTS, with the help of the timesteps to specify how asynchronous events should be handled in the face of out-of-order events.

For example, the line chart in Fig. 2 (3C) visualizes the distribution of fires by year. The query in (5D) fetches the distribution of fires based on the us_state selected: it combines the fires and selection event tables using the JOIN operator, and then filters the rows in fires by applying the filter on the selected us_state selected using the JOIN...ON operator. (5C) is a query that selects the year distribution results of the most recent interaction based on the timestep data. This ensures that the interface displays the correct data despite out of order responses.

### 4.2 DIEL Execution

DIEL orchestrates the local database and one or more remote databases in response to new events. Each event is evaluated synchronously in the local thread, corresponding to one logical timestep. As a result, the application-level effects of events with more recent logical timestamps are guaranteed to occur after events with earlier logical timestamps. From the perspective of the local database, user interactions and responses from remote databases are both events, however they are handeled slightly differently, as described in Fig. 3.

**Interaction Event:** The application creates new events from user interactions (1a), and inserts them into the corresponding EVENT TABLE using the NewEvent API call (1b). DIEL re-computes the local OUTPUT tables, and triggers the corresponding render function callbacks (1c).

Finally, DIEL handles any EVENT VIEW that depend on the new event. If it accesses remote data, DIEL first sends the appropriate query to the remote database and handles the response as described below (1d).

Otherwise, DIEL executes the local EVENT VIEW query.

**Data Response Event:** Once the local DIEL runtime receives a response from a remote database (2a), which is tagged with the originating event’s timestep, it calls NewEvent to insert it into the EVENT VIEW. Finally, the OUTPUTS are reevaluated, and the results are sent to the application rendering functions.

### 5 A Prototype Implementation of DIEL

To verify the feasibility of the DIEL model, we implemented a prototype. It ingests a DIEL specification and produces a distributed dataflow that is executed in conjunction with the frontend JavaScript libraries and backend databases. There are two main challenges in this process. First, queries over distributed data cannot be executed directly since the computation requires data to be co-located. Second, the DIEL model poses performance challenges.

An implementation should both create a dataflow such that necessary data is exchanged between the local and remote databases, and overcome these performance hurdles to keep the interface responsive. As such, DIEL builds the distributed dataflow in four phases. The first three phases address the challenge of distribution, and the last phase address the challenge of performance.

Two libraries manage these steps: (1) a local (browser-based) library updates the JavaScript state, and (2) a remote library configures access to the remote database. The developer provides these respective libraries with the connection configurations (e.g., Fig. 2 1 and 2).

In the first step, DIEL parses and compiles the specification into an abstract syntax tree that captures the relational operations between tables. The tree diagrams in Fig. 2 (left) illustrates that of the running example. With the tree of operators, DIEL can now reason about the data exchange needed to co-locate tables for evaluation.

To reason about the exchange, DIEL next identifies the tables and their schema in the remote databases, i.e. a table catalog. Then, with the catalog, DIEL identifies queries that involve tables on both the local and remote databases. DIEL determines, for such queries, what data need to be exchanged between these databases. This process transforms the high-level logical specification into a distributed dataflow that can now be executed.

An example of such a transformation done by the current prototype is shown in Fig. 2 (right). DIEL decides to perform the evaluation of yearDistributionEvent on the remote database, thus requiring the selection table to be sent over the network to the remote database from the local database, and the result yearDistributionEvent to be sent over the network from the remote to the local database. The output yearDistribution is then evaluated within the local database upon each step. Note that this is not the only distributed dataflow possible. Alternative implementations of DIEL could instrument more advanced algorithms that can further optimize for performance by changing what data needs to be shared over the network. One example is to partition the execution of queries into more granular subqueries, and another is to leverage WebWorkers on the local client to parallelize compute.

In the final phase, DIEL optimizes the physical execution plan from the previous step. Four mechanisms are used.

1. **Selective output invocation.** Interactive dashboards often contain multiple visualizations, and sometimes ones with many visual elements that are expensive to render. A naive plan will reevaluate all the queries and re-render all the visual marks, which could block the main browser thread from responding to user events. To address this issue, the DIEL prototype analyzes the execution plan and builds a dependency graph of the DIEL queries. Using the dependency graph, DIEL selectively evaluates and invokes rendering functions for only the output views dependent on the current event.

This issue can be addressed via static analysis of DIEL queries at compile time. From the queries, we can extract dependencies across queries, views and tables syntactically. For example, in Fig. 2, there are two outputs—stateDistribution and yearDistribution. Looking closely at 2, note that selection “flows into” yearDistribution, but does not flow into stateDistribution. This reflects the syntax of those outputs in 2, where selection appears only in the definition of yearDistribution. Using this information, DIEL knows to selectively update yearDistribution when there is a new user interaction (selection).

2. **Materialized intermediate views.** One interaction can require updating multiple visualizations. Data transformations are sometimes shared across views. For instance, the filtered view in Fig. 5 is shared by two outputs. Since views are just named queries in SQL, this can lead to redundant work: whenever the database evaluates any query that references a view, the view is reevaluated as part of the query. This wasteful reevaluation can be prevented if the view results are materialized into a table for use by downstream queries [8]. For materialized views to work correctly, they must be updated appropriately when the
data they query changes. We tackle this problem pragmatically in our prototype: we implement update mechanisms for views in the our local database code; for remote databases, we count on their native support for materialized view maintenance.

3. Automatic caching. Developers often build a client-side cache by hand to amortize the compute and network time to a server. For any given specification, DIEL can automatically instrument this functionality, thus saving the developers’ time. The server response data are already stored in the event log. To make use of the past values, DIEL analyzes the execution plan at this stage and instruments a layer of indirection to the evaluation of the event views when a new event arrives: DIEL hashes the parameters of the relevant rows of the event tables and looks up the hash in an event cache table instrumented by DIEL. If the hash is present, DIEL returns that value, and if not, DIEL dispatches the dataflow. DIEL’s automatic caching process saves storage by not having multiple copies of the responses, which is especially limited on the client. In addition to helping save the developers’ time, DIEL’s automatic caching process also alleviates the additional memory usage caused by DIEL’s log of events.

4. Automatic Index Selection. Good database performance is typically tied to building indexes that suit your query workload. For a given DIEL program, its query workload is known in advance as part of the spec, hence DIEL analyzes the query structure to statically determine indexes that will result in good performance.

Besides optimizing the dataflow, we also optimized the execution speed of the local database. Unlike the remote databases, the implementation of the local database is controlled by DIEL. The local database runs in the browser’s main-thread and any delay would directly block user interactions and HTML updates. Therefore, it is critical that the local database executes quickly. We make use of a recent advance in browser technology, WebAssembly [54]. It provides fast execution of SQLite in the browser by compiling C code to WebAssembly.

The above highlights the most novel aspects of the prototype implementation. Other details, such as the full DIEL syntax specification, along with additional language features discussed in Section 8, are detailed in supplementary materials.

6 Evaluating DIEL’s Expressivity

To assess the benefits of DIEL, we show examples of interactive visualizations that deal with the variety of challenges that arise when managing asynchrony and distribution, including coordinating responses from remote servers, streaming data, and composing interactions. Our discussion focuses on the aspects addressed by DIEL and omits implementation details of the frontend. We also show how DIEL specifications compose in a modular manner, by building each new interaction on the running example of Fig. 2. Since the challenges are independent of the particular choice of visual encodings, we do not focus on varying the visual designs.

Coordinating Requests and Responses. Latency from remote databases’ responses can cause inconsistencies in the interface, if not handled properly [61]. For instance, Fig. 4 shows a timeline of user interactions (selection) and server responses (yearDistributionEvent). The user clicks TX and then CA, but the remote database responds with the result for CA first. Rendering the most recent result (TX) would surprise a user who is expecting CA. To avoid inconsistent interfaces, developers can use DIEL to specify a range of designs in a few lines of code. We walk through three possible designs shown in Fig. 4.

Option ☑ always displays the result of the most recent interaction. The DIEL spec first identifies the interaction by selecting the rows with the highest timestep (LATEST selection), then selects the rows in yearDistributionEvent with matching request-response timesteps (d.request,timestep = e.timestep). If no match is available yet, nothing is returned. The front-end visualization logic could indicate as such, e.g., using a spinner as shown.

Option ☑ always displays the most recent response and its corresponding selection, as well as pending selections. The DIEL spec first selects the most recent response (LATEST yearDistributionEvent), then joins it with the selection table to retrieve the corresponding value of the selection (e.us.state) by matching their timesteps. The second output pending represents pending selections and is computed by finding the request(s) that do not have a corresponding response.

Option ☑ displays “snapshots” of all interactions [59], where past interactions and their results are scaled down into a scrolling pane of small multiples at the bottom. The DIEL spec simply selects all the interactions from the event table selection, joined with the corresponding responses by their timesteps. The snapshots allow a user to interact with the visualization and navigate to prior states, concurrent with the loading of new responses.

Without DIEL, implementing these designs would require the developer to manually keep track of events — store the points of interest selected, their respective responses, and the global ordering of all the events — and coordinate multiple event handlers. While each step is simple in isolation, put together the complexity of this low-level data-recording and event handling compounds substantially. Developers may have trouble reasoning about the overall design.

DIEL, on the other hand, encourages a consistent experience by asking the developer to specify which of the events should be in the output at any given time. There is no accidental design resulting from interrupt-driven event handling, such as immediately rendering whatever response arrives. Furthermore, DIEL takes care of recording event history and provenance. The developer can query these data directly — for example identifying the responses from remote databases with timestep data that DIEL automatically maintains. As a result, the developer can iterate on alternate designs without instrumentation overhead.

Streaming Data. Given the real-time nature of fires, the developer may want to incorporate streaming data into their visualization. Fig. 6 overlays the choropleth in Fig. 2 with a symbol map of active current fires. The event incident contains the location of the fire and whether it is new or contained. When a new incident arrives, fires are either added to or removed from the symbol map overlay. To implement this design with DIEL, the event incident is captured as an event table and the data for the overlay is captured by the output table fireMap. Each tuple from the latter is used to query the incident table to identify fires that have not yet been controlled, via the NOT IN subquery. Note how the developer can rely on a few lines of DIEL code, instead of programming custom JavaScript functions to store and manipulate streaming events

Composing Events: Interaction and Streaming. Cross-linking is a common interaction technique [48]. Fig. 7 shows a new brush selection added to the map visualization, linked to the bar chart (the backing query is not shown for brevity). contained checks if the lat, lon values in fires are within the min and max bounds of the brush. It is a utility function defined by DIEL, using the user-defined function (UDF) construct in SQL [40]. UDFs are supported by the frontend database library we use, sql.js [28], and developers can define UDFs through the DIEL runtime API, AddUDF.

The new interaction composes with the streaming fireMap view from before — if there is a new event received that falls into the brushed area, the incidents selected in brushedIncidents will also be updated, and any dependent output views will be updated as well. This subtle instrumentation, automatically performed by DIEL, may be difficult for a developer to catch in a traditional implementation where the logic may be dispersed into different event handlers.

Composing Events: Brushing and Panning. Different interactions serve different purposes and more than one interaction could be employed for the same visualization, which the developer may need to coordinate. Following the running example, suppose now the developer wishes to introduce a pan-zoom interaction, shown in Fig. 8. The brush table is defined in geographic coordinates, so the user can pan the map to an area where the brush is no longer visible, and the value of the selection is in question. We present two possible designs to address this ambiguity. Both derive a new brush, effectiveBrush for use in place of the raw brush.

Option ☑ invalidates the brush when the user initiates a new panning interaction. The DIEL spec selects the most recent brush (LATEST...
Fig. 4: Designs to coordinate asynchronous requests and responses when querying over distributed data: (a) renders the most recent interaction requested; (b) renders the most recent response received as well as any pending interactions; (c) renders snapshots of all interactions and their corresponding results [59].

CREATE VIEW filtered AS
FROM fires f
JOIN LATEST selection s ON f.state = s.us_state;

CREATE EVENT VIEW causeDistributionEvent AS
SELECT cause, count()
FROM filtered GROUP BY cause;

CREATE EVENT VIEW yearDistributionEvent AS
SELECT year, count()
FROM filtered GROUP BY year;

Fig. 5: An example of reuse: the filtering logic based on the selection in Fig. 2, filtered, is shared by two visualizations. DIEL analyzes the query plan and materializes filtered to avoid evaluating it twice.

CREATE EVENT TABLE incident( id INT, type TXT, lat FLOAT, lon FLOAT, time INT);

CREATE EVENT TABLE brush( min_lat FLOAT, max_lat FLOAT, min_lon FLOAT, max_lon FLOAT);

CREATE EVENT VIEW fireMap AS
SELECT f.*, s.us_state
FROM fireMap f
JOIN LATEST selection s
ON f.request_timestep = s.timestep;

CREATE VIEW effectiveBrush AS
SELECT b.*
FROM LATEST brush b, LATEST pan p
WHERE b.timestep > p.timestep;

CREATE OUTPUT yearDistributionEvent AS
SELECT d.*, s.us_state
FROM LATEST yearDistributionEvent d
JOIN selection e
ON d.request_timestep = e.timestep;
CREATE OUTPUT pending AS
SELECT state FROM selection WHERE timestep NOT IN
(SELECT request_timestep FROM yearDistributionResult);

CREATE OUTPUT yearDistributionEvent AS
SELECT d.*, s.us_state
FROM LATEST yearDistributionEvent d
JOIN selection e
ON d.request_timestep = e.timestep;
CREATE OUTPUT yearDistributionEvent AS
SELECT d.*, s.us_state
FROM LATEST yearDistributionEvent d
JOIN selection e
ON d.request_timestep = e.timestep;

Fig. 6: Example DIEL spec for the symbol overlay of active fires, determined by selecting incidents that do not yet have a row with the column type of contained.

brush) only if it occurred after the most recent pan (LATEST pan). If we replace option (a) with option (b), we instead invalidate the brush only when a new panning event moves the brush out of view. In either case, developers do not manually modify the callbacks to the panning interaction handler to check and remove the previous brush selection. The “removal” is specified declaratively and enforced implicitly by DIEL as the logical timestamps progress.

**Interaction Scent.** Research has shown the benefit of visualizing interaction history to provide a visible trail (“scent”) of prior interactions. Hindsight visualizes the user’s prior interactions in the visualization [14]; Scented Widgets visualize interactions by other users [57]; Interaction Snapshots visualize historical interactions and their results [59]. We have shown an example of Interaction Snapshots in Fig. 4; we now discuss the other two designs in Fig. 9.

(a) instantiates a Hindsight design, where all prior brushes are shown [14]. The DIEL spec for brushScent selects unique brushes through the UNIQUE operator. (b) shows an example design of scented widgets, where a histogram of all prior us_state selections are aggregated and counted [57]. The selection_all is a table in the database that stores all the event tables from each session, which is saved by

the developer from event tables to the remote databases (and not handled automatically by the current DIEL prototype), e.g., INSERT INTO selection_all SELECT * FROM brush.

With DIEL, the data backing these visualizations is already in event tables ready to be queried, and the visualization scents are automatically updated. Without DIEL, the developer would have to manually store the events and re-render the visualization scents after each interaction, or use libraries like Track [12].

Fig. 7: Example DIEL spec for brushing interaction: brushedIncidents selects fires in the symbol map fireMap that fall into the brushed region pan to update the bar chart (query omitted). The user-defined function contained helps make the code more concise.

CREATE OUTPUT brushesIncidents AS
SELECT m.id
FROM fireMap m
JOIN LATEST brush b
ON contained(m.*, b.*)

CREATE EVENT VIEW brushedIncidents AS
SELECT m.id
FROM fireMap m
JOIN LATEST brush b
ON contained(m.*, b.*)

CREATE EVENT VIEW pan AS
SELECT b.*
FROM LATEST brush b, LATEST pan p
WHERE b.timestep > p.timestep
WHERE contained(b.*, p.*)

Fig. 8: Example DIEL specification of composing two interactions: panning and brushing (from Fig. 7). There are two ways to coordinate: (a) removes the brush selection whenever there is a more recent panning event, and (b) removes the brush only when it is panned out of view.

With DIEL, the data backing these visualizations is already in event tables ready to be queried, and the visualization scents are automatically updated. Without DIEL, the developer would have to manually store the events and re-render the visualization scents after each interaction, or use libraries like Track [12].

Fig. 9: Example DIEL spec for (a) Hindsight: select all unique brushes in the brush event table, and (b) Scented Widget: a bar chart that shows the frequency of selections across users.
7 EVALUATING DIEL’S PERFORMANCE

We evaluate the feasibility of the DIEL model using our prototype implementation. We focus on the overhead that the DIEL middleware introduces during initial setup and user interactions, as well as its ability to scale to large datasets as compared to leading visualization libraries.

We used Kaggle’s wildfire dataset [22], creating the visualization shown in Fig. 2, and conducted evaluations on a MacBook Pro with 2.7 GHz Quad-Core Intel Core i7 and 16 GB of memory. In the experiments, the “remote” database server is a SQLite process running on a web application deployed on Heroku (“Free Dynos” tier with 512 MB of RAM). The network bandwidth was 18.5 Mbps. Changing the dataset size or database will not affect the overhead that the DIEL middleware incurs. Thus we chose to focus on the above evaluation configurations.

Initialization. Fig. 10 shows the time taken to setup DIEL. The local setup only involves a local database in the main browser thread. DIEL (1) sets up the synchronous database in the main thread; (2) compiles the DIEL spec into logical representations, including optimization steps such as caching; and, (3) sets up the views in the local database. The remote setup accesses the remote database server. DIEL shares step (1) and (2) of the local setup, then it builds a catalog of tables in remote databases and sets up a distributed dataflow based on the catalog. The remote+network results are the same as remote, but with the addition of nontrivial network communication overheads. These introduce fixed costs—such as the 200ms overhead to fetch the SQL.js library in order to set up the local database—as well as variable costs to send results between the client and server. These costs depend on the network bandwidth. For instance, decreasing the network bandwidth to 1.4 Mbps caused the set up local database to be 8687ms.

In all three cases, we see that the initialization time does not pose a usability challenge, especially given that the initialization is a one time cost at the beginning of loading the web page containing the visualizations.

Event Handling. Fig. 11 shows the time taken to handle events. One type of event is user interaction, which took less than 5 ms to handle. During that time, DIEL (1) saves the input event to the local database (serializing from JavaScript to SQLite); (2) outputs the view data (deserializing from SQLite to JavaScript); and, (3) networks with the remote database. Another type of event is a remote database response, which takes about 20 ms to handle. During that time, DIEL (1) processes the remote message; (2) saves the input event to the local database; and, (3) outputs the view data. Processing the data from the remote database and serializing that data into the local database takes the bulk of the time. We see that the overhead in either case is well under the limit of 100 msec prescribed by Card et al. to sustain perceptual causality [7].

8 A DISCUSSION OF DIEL’S USABILITY

We evaluate the programming experience of DIEL using the Cognitive Dimensions of Notation [5], a set of considerations to evaluate the effectiveness of notational systems. Cognitive dimensions have been used by prior visualization systems to evaluate their usability [42, 43, 46, 63]. We pick a relevant subset and contrast the effectiveness of DIEL against that of current common practices.

Visibility (resistance to change). DIEL follows relational database abstractions and benefits from its ease of change. First, its declarative query specification abstractions what to compute from how to compute (known as “physical data independence” in database literature). As a result, switching from a client-only application to a client-server one (or to one using WebWorkers) requires only a few lines of change to configuration details. Fig. 2(4E) provides an example of the configuration, remoteDBConfig, a JavaScript object containing high-level specification such as the type of the database used and what socket to connect to the DIEL database wrapper. Query changes are moreover isolated from table changes due to the “logical data independence” property of the relational model [40]. For instance, if the schema changes because the data provider now also includes the reporting station, none of the downstream queries would need to change. Finally, views also provide a way to reuse logic within an application. Fig. 5 shows an example where a change to the internal specification of the query filtered would be abstracted away from the dependent views as long as its SELECT clause is unchanged. These properties combine to make more complex interactive visualizations easier to author, since multiple components could be reused and changed easily. Consider the running example of visualizations over the wildfire data: they could be combined easily into one visualization dashboard.

Closeness of Mapping (closeness of representation to domain). Since SQL is widely used in modern databases and for general data manipulation tasks [50], DIEL closely represents the data processing domain.
However, DIEL does not fully represent the complex domain of data visualizations. For example, the Vega authors identify that visualizations involving small multiples often require hierarchical structures with second-order quantification [45].

We agree that the expressiveness of SQL, and hence DIEL, is more limited than interactive visualization frameworks, which are implemented in turing complete languages. Relational languages like DIEL express only first-order logic. In particular, DIEL can define and quantify relationships between entities, but cannot quantify over a data-dependent set of table names or column names. Yet this limitation is key for distributed execution and optimization. Neither physical data independence nor the rich optimization methods discussed in Section 3 would be easy to implement without the relational abstraction. In this sense, any alternative approach towards distributed execution at scale will end up using the same principles and hence facing similar limitations. Moreover, developers could transform the data into other forms by manipulating the output tables provided by DIEL in any JavaScript functions. For instance, they can use Vega to transform the tabular data into nested groups to render small multiples. These data transformations happen at the end of DIEL’s dataflow and does not diminish the effectiveness of DIEL’s ability to orchestrate query evaluations across the distributed remote databases.

**Consistency (similar semantics are expressed in similar syntactic forms).** In DIEL, only the data structure is a table. One of the key contributions of DIEL’s model is to unify both “live” events and “stored” data in a single frame of reference—tables—which store both data and history. Once events are reified as data in an event table, DIEL presents a unified data-centric language.

**Premature Commitment (constraints on the order of doing things).** For DIEL to be effective, it imposes a premature commitment. Developers must represent the state of visualizations using tables (rather than arbitrary data structures) upfront. This premature commitment can hamper a rapid prototyping process, but we believe the advantages of the table format outweigh these concerns. As discussed in Section 3, the table format facilitates working with distributed data, and makes explicit possibly concurrent processes.

**Role-expressiveness (the purpose of an entity is readily inferred).** DIEL reuses an existing, well-established data model of relational tables and queries, and introduces only two additional constructs: EVENTS and OUTPUTS. This approach has proven sufficiently expressive, as demonstrated by the examples in Section 6. DIEL operates as a middleware layer between the frontend and backends, and lifts the logic of data exchange between client and remotes. The relatively small surface area of DIEL’s abstractions stands in contrast to the existing imperative code written to support such use cases, which is often dispersed across custom functions with a commensurate burden of role-expressiveness.

**Hidden Dependencies (important links between entities are not visible).** DIEL makes dependencies quite explicit. The only type of dependency DIEL introduces is between tables, which are syntactically evident in queries: the table a query creates is dependent on the tables it references. In contrast, current imperative practice distributes dependencies across different functions, each with custom logic and bookkeeping formats that require additional effort to navigate and make sense of.

**Hard Mental Operations (high demand on cognitive resources).** There are two potentially challenging programming tasks in DIEL. One challenge is debugging in SQL [16]. Consider the case where the developer is debugging a view $O$ which involves both $V_1$ and $V_2$ views; they need to inspect both of the views to locate the error. To address this challenge, we built view level constraints, similar to SQL table constraints [40], so that developers could make assertions on intermediate queries. For instance, if $O$ is unexpectedly empty, the developer could assert $V_1 \not\text{EMPTY}$ and $V_2 \not\text{EMPTY}$ respectively to pin-point the error as they arise. Another challenge is not being able to mutate state. It could be challenging to define the state of the visualization with only raw events, especially when the logic is more complex (e.g., undo-redo). To help, we took a page from the construct of state programs in relational transducers [1], which allow developers to maintain derived state by inserting values into tables after events.

**Diffuseness (verbosity of language).** The current DIEL syntax hews close to SQL, and as such does not have syntactic conveniences one might like for visualization (e.g., binning [24]). Some aspects of DIEL’s current verbosity can be alleviated by introducing syntactic sugar for common operations. Through our own experience working with DIEL and analyzing code snippets, we identified the most common programming patterns and implemented a handful of syntactic sugars. For instance, LATEST selects the most recent event (i.e., row(s) with the highest timestamp). Similarly, the default asychrony policy for output views over distributed data creates an event table for the developer and selects the response for the most recent interaction. We provide additional details in the supplement.

## 9 Conclusion and Future Work

By adapting two key ideas from distributed systems programming—immutable events and logical constraints—DIEL contributes a substantive step towards declarative programming over distributed data and asynchronous events for interactive visualization. Through examples, we demonstrate that developers can use DIEL to declaratively specify a variety of emerging interactive visualization use cases. And, to assess the challenge that DIEL’s use of a relational language poses to developers, we conducted a heuristic evaluating using the Cognitive Dimensions of Notation [5]. We find that although DIEL introduces premature commitment and possible hard mental operations, these disadvantages are outweighed by a decrease in viscosity when working with distributed data and asynchronous events. Moreover, as our performance benchmarks suggest, this declarative model allows DIEL to reason about the specification and optimize the execution plan.

As data grows in size and computation grows in complexity, optimizing the performance of interactive visualization application is a hot topic. DIEL’s unique middleware architecture that spans the local and remotes allows for a number of research opportunities. To start, operator-level materialized-view maintenance techniques [8] can make the frontend database even faster. Federated databases that optimize globally across multiple databases [13] can help us optimize data exchange between the local database and remote database. Another possibility is to automatically parallelize query evaluation [40] across multiple threads of computation, e.g. multiple WebWorkers in a browser. Finally, we can enhance the performance of each timestep with “garbage collection” by removing rows that are no longer in use from logs. This pattern is common in many areas, such as in replicated database systems [41], multi-version concurrency control [4] and distributed systems programming [10].

In terms of usability, having SQL as the host language has both advantages and disadvantages (discussed in Section 8). To reduce the disadvantages of expressibility, future iterations of DIEL may benefit from using a syntax close to dataframe libraries like pandas that are better integrated with JavaScript [58].

In terms of functionality, DIEL does not yet support an important distributed use case, collaborative interactive visualizations (Fig 1). Coordinating communication between multiple users is a classic challenge in distributed systems and CSCW [52]. A global order of events across multiple editors cannot be guaranteed without explicit coordination that decreases the interface’s responsiveness. Instead, various coordination-free proposals have emerged that use more involved metadata than simple local checkpoints to provide distributed consistency guarantees [11, 55]. Supporting change from multiple locations would also unlock the support for streaming, since a change from the remote database could then drive change on the client. It would be interesting to extend DIEL with ideas from this work.

DIEL is an open source system available at [https://github.com/yifanwu/diel](https://github.com/yifanwu/diel).
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